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FIG.5
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FIG.11
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FIG.12
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( START )

DETECT THE VIRTUAL SERVER |- _1415
(A) REQUESTED FOR DELETION

!

IDENTIFY POOL F 1416
CORRESPONDING TO THE [~
VIRTUAL SERVER (A)

DELETE THE VIRTUAL SERVER  |-_1417
(A), AND DELETE THE POOL (F)

DELETE THE LINK FOR POOL (F) |~1418
WITH THE VIRTUAL SERVER (A)

END



U.S. Patent

Dec. 1, 2015 Sheet 17 of 24

FIG.17

RESOURCE
ACQUISITION UNIT

DETECT REQUEST TO SHIFT
TO POWER-SAVING MODE

~2400

IDENTIFY THE PHYSICAL SERVER
(A) FOR REMOVING THE VIRTUAL
SERVER

~2401

IDENTIFY THE RESOURCE
ACQUISITION POOL (C) FOR
PHYSICAL SERVER (A)

~2402

SET THE SCHEDULE VALUE FOR
ALL RESOURCES OF PHYSICAL
SERVER (A) INTO THE RESOURCE
ACQUISITION POOL (C)

~2403

YES /' pERMIT SETTING (OK) >V24O4

NO

GRADUALLY RAISE SCHEDULED
VALUE OF POOL (C), UNTIL IT
REACHES THE RESOURCE
CAPACITY OF PHYSICAL
SERVER (A)

~2405

DETECT THAT THE VIRTUAL
SERVER RUNNING ON PHYSICAL
SERVER (A) IS NOW ABSENT

~2406

SHUTDOWN THE
PHYSICAL SERVER (A)

~2407

END

US 9,201,695 B2



US 9,201,695 B2

Sheet 18 of 24

Dec. 1, 2015

U.S. Patent

0¢T 0CT
¢ ¢
e 1INN ._Om_.&ou J0UNOSIY e [& 1INN ._Ox._.ﬁu JOHNOS3IA é
Y3IALES Y3IAYLIS b ENY-EN d3Ad3S FENYEN R ENYER)
IVNLAIA IVNLYIA IVNLUIA IVNLYIA IYNLAIA IVNLAIA
T ~ ~ ~ ~ ~ ~
2L 100d €Tl 100d el 100d €tt 100d €11 100d €Tl 100d
NOLLISINOJV | [NOLLISINODV | |[NOILISINOOV NOLLISINOJV | [NOILISINODV | [NOLLISINOOV
JDUNOS3IY JDUNOS3IY J04NOS3Id 30dNOS3Y JOUNOSIY J0HUNOSIY
PIT™ pTT™ pIT™ bIT~ pTT~ pTT™
€ d3INYIS TVIISAHd AIDVYNVIN T ¥3ANY3IS TVIISAHd AIDVNYIA
10T~ 101~
NHOMIIN
AVYNIWEIL HOLINOW CIT dIAYTIS INFWIDOYNYIN
~ ~
201 00T

" 81T°'DI4




US 9,201,695 B2

Sheet 19 of 24

Dec. 1, 2015

U.S. Patent

0¢t 0¢T
4 {
) )
L1INN TOYLNOD IDYNOSTY 1INN TOYLNOD ID¥NOSTY
REIVES REIYER RELYED REIVES NEIVES REIVES
IVNLYIA TVNLYIA IVNLAIA TVNLAIA TVYNLYIA TVNLYIA
m:Le m:Le mzle m:le m:le m:le
700d 100d 100d 7100d 100d 700d
NOILLISINODV | | NOILISINODYV | | NOLLISINOOV NOLLISINODV | | NOILLISINOOY | | NOILISINOOV
3DUNOSIY 3D24NOSIY 304¥N0SIY 324N0SIY I04NOSIY 3DYNOSIY
PT1~ P11~ P11~ T bIT™ vI1™
Z ¥3AY3S TYIISAHd AIDVNVIA T Y3IAY3S TVIISAHd AIOVNVIA
10T~ 10T~
YIOMLAN
TYNIWYIL YOLINOW CTT YIAYAS INFWIDVYNVYIN
~ ~
coT 00T

6T°'DI4




US 9,201,695 B2

Sheet 20 of 24

Dec. 1, 2015

U.S. Patent

0zZ1 0zT
: :
1INN TOYLNOD IDENOS3Y 1INN TOYLNOD IDHNOSTY
b ENYER) H3IAAGES b ENY-ER d3INIG3S Y3IAY3S ENYER)
AVYNLAIA AVNLAIA AVNLYIA IVNLAIA AVNLIIA AVNLAIA
11~ cT1™~ €11~ mHH>\e mHH>\e mHH>\e
700d NOILLISINODY 32dN0S3d
i
C 43ANY3S TVIISAHd AIDVNVIN T Y3IAY3AS TVIISAHd AIOVNVIA
101~ 101~
STT
INIFWIDVYNVIA
AVNIWY3L JOLINOW JO4 MHdOMLAN YIAYIS LINFWIOVYNVIA
~ ~
20T 00T

0C°'DI4d




US 9,201,695 B2

Sheet 21 of 24

Dec. 1, 2015

U.S. Patent

0CT 0¢T
¢ {
_ 1INN TOYLNOD IDYNOS3Y 1INN TOYLNOD IDHNOSTY
| 1 ] 1 1
Y ¥ —y | — ——
1INN 1INN 1INN 1INN 1INN LINN
ONILYYANID ONILYYINID ONILVYINID ONILYYINIO ONILVYINID ONILYYINTO
avol avoi avoi avoil avoi avol
~ ~ ~ ~ ~ ~
L11 bENYE LT1 Y3IAYU3IS LT1 H3IAYAS L11 d3INGAS L11 b ENYER L11 ENY-EN
IAVYNLYIA AVNLEIA AVNLAIA TIVNLAIA AVNLAIA TYNLAIA
€11~ €11~ €11~ €11~ S €11~
€ d3IAY3S TVIISAHd AIDVYNVIN T 43AY3S TVOISAHd AIDVNVIN
101~ 101~
INIWIDYNYIN
IVNIWYIL YOLINOW HOd MH4OMLAN UAAYAS INIFWIDVYNYIN
~ ~
20T 00T

[ ARIN =




US 9,201,695 B2

Sheet 22 of 24

Dec. 1, 2015

U.S. Patent

0T 0T
: :
_ 1INN TOYLNOD I04NOS3Y \ 1INN TOYLNOD AD¥N0S3Y
L1INN 1INN
ONILVYINID ONILVY3INIO
avol avo
~ ~
LENY-ES YIAAYIS L:ENER LENY:ER
LLLHINGIS || o T WNLHIA LTTand3S || i WNLAIA
NOLLISINOOV NOLLISINODV
32dNOS3d 304NOS3d
811~ €11~ €T’ 811~ i iad [ iad
€ 43AYAS TYIISAHd AIOVNVIA T ¥3AYAS TVYOISAHd QIDVNVIN
10T~ 101~
INIWIDVYNVIA
IYNIWYIL JOLINOW d04d AJOMLIN YIAYIS INFWIDVYNVIW
~ ~
20T 00T

¢C'Ol4d




US 9,201,695 B2

Sheet 23 of 24

Dec. 1, 2015

U.S. Patent

0¢T 0¢T
: :
LINN TOYLNOD ID4NOSIY LINN TOYLNOD IDYNOSIY
1INN 1INN
ONILLYYINIO ONLLYYINIO
avol avol
¥IAY3S RELYES ~, ~ RELRES RELYES
TVNLYIA TVNLYIA L1l &w@mm 11 Awwp,ﬁ\m, IVNLIIA TVNLAIIA
NOLLISINOOV NOILISINOOV
3D¥NOSIY 3DYNOSIY
cI1~ [ 811~ i €11~ [ i
Z ¥3AY3S TVIISAHd AIOVNYIN T ¥3AY3S TVIISAHd AIOVYNYIW
101~ 10T~
INIWIOVYNYIN
TYNIWYIL YOLINOW 404 YHOMI3IN YIAYIS LINIWIADYNYIW
~ ~
coT 00T

WARINE




US 9,201,695 B2

Sheet 24 of 24

Dec. 1, 2015

U.S. Patent

0zT 0zT
4 {
) )
L1INN T0YLNOD IDENOSIY LINN T0YLNOD I2UNOST
— _ ! _ _ _
1INN LINN 1INN 1INN 1INN 1INN
ONIILVHINID ONILVY3INID ONILVYINID ONLLYYINID ONILYYINTD ONILYE3INID
avoi avoi avol avotl avo avoi
LTT7 L1177 LTT™ LTT7 L1177 L1177
Y3IAAY3S R ELYER d3IAY3S YIAE3S ENRY-EN Y3IAY3S
AVNLAIA AVNLAIA AVNLYIA AVNLAIA AVNLAIA IVNLYIA
€11~ €11~ €11~ €11~ €11~ €11~
Z Y3AAY3AS TVOISAHd QIDVNVIA T d3AY3S TvIISAHd AIDVNYIAN
101~ 101~
INIWIDVYNYIA
TVNINYIL JOLINOW d04d NHdOMLAN YINEIS LNIFNIAODVYNVIN
~ ~
20T 00T

PC'D

Id




US 9,201,695 B2

1

COMPUTER SYSTEM AND CONTROL
METHOD FOR ACQUIRING REQUIRED
RESOURCES

TECHNICAL FIELD

The present invention relates to a computer system, and a
control method for a computer system, and relates in particu-
lar to a computer system for controlling the allocation of
resources to virtual machines and a method for allocating
resources to virtual machines.

Along with advances in the information society, there is
also a trend to install multiple servers in clusters in company
information processing systems and data centers, etc. More-
over, there is also a trend to increase the number of servers.
Furthermore, increasing the number of servers also increases
the labor required for server operation management and con-
sequently leads to a rise in management costs that is too large
to ignore.

Whereupon attention was focused on technology for vir-
tualizing computers in order to boost server operating effi-
ciency. The architecture or software for achieving a virtual-
ized computer operates multiple virtual machines by the
virtualizing of physical resources such as computer proces-
sors and storage devices. More specifically, the architecture
or software logically sub-divides the physical resources, and
assigns the sub-divided physical resources to each of the
virtual machines. The virtualizing software for creating the
virtual environment on a computer is known as a hypervisor
such as Virtage, VMware, and Hyper-V (all trade names).

Each of the multiple virtual machines can run an OS or
application program by utilizing the sub-divided resources.
Virtual machines therefore provide the benefit that the physi-
cal server is operated more efficiently and consequently the
number of (physical) computers can be decreased.

A business operation utilizing virtual technology on physi-
cal servers is the server hosting service. The server hosting
service is a business operation that lends a portion of the
physical server to the user for a certain period. The operator of
the server hosting service installs multiple servers in a cluster
in a data center, obtains a resource capacity matching requests
from multiple users for resource allocation, and assigns that
resource capacity to the virtual server utilized by the user.

The user then utilizes the virtual machines assigned with
resources as a work-task system. The resource administrator
manages the scheduling of the resource capacity that will be
utilized on the multiple servers in order to avoid conflicts
from the multiple virtual machines seizing resources from
one physical computer.

The resource administrator deploys virtual machines on
the physical server capable of assigning a resource capacity
requested by the user prior to the time and date that the user
commences usage of the work-task system.

The resource administrator utilizes a management system
capable of uniform management of the multiple virtual envi-
ronments. This management system is capable of specitying
the physical server functioning as the destination for deploy-
ing the virtual machines according to the available resource
status.

When the resource capacity assigned to the user is inad-
equate, the resource administrator attempts to adjust the
resource capacity among the multiple virtual servers based on
the order of priority of the contract and work-task system with
the user. However, when the resource administrator deter-
mines that the resource capacity required by the user cannot
acquire, then that information must be swiftly reported to the
user.
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Technology of'the related art for acquiring resources for the
virtual server is for example the resource control system
disclosed in the Japanese Unexamined Patent Application
Publication No. 2005-309644.

This resource control system of the related art is featured in
operating the work-task system, periodically collecting the
resource usage status of the virtual server that dynamically
fluctuates according to the assigned resource capacity, calcu-
lating the resource capacity required by the virtual server
usage status, and retrieving the surplus resource capacity
from the resource assigned to the virtual server.

SUMMARY

The resource control system of the related art measured the
available resource status on the physical computer and
attempted to acquire resources for a virtual machine. How-
ever, when other virtual machines were temporarily using the
resources, the resource control system was forced to decide
that resources cannot be acquired at that time for the target
virtual machine. This trend markedly increased when the
resource control system of the related art attempted to provide
a large resource capacity for the virtual machine all at one
time. A surplus resource capacity can however be made avail-
able for the virtual machine if the time is equalized and in
many cases adequate resources can be acquired for the target
virtual machine.

In view of the aforementioned problems with the related
art, the present invention has the object of providing a com-
puter system and a control method for that computer system
capable of efficiently allocating physical computer resources
to physical machines.

A further object of the present invention is to provide a
computer system and a control method for that computer
system capable of allocating physical computer resources to
virtual machines by recognizing that a substantial surplus
resource capacity is available even if there is a temporary
shortage in resource capacity.

In order to achieve the above stated objectives, when
judged that sufficient resource capacity to ensure virtual
machine operation cannot be acquired all at one time, the
computer system of the present invention decides whether
resource capacity required for virtual machine operation can
be continuously acquired prior to startup of the virtual
machines; and if decided that the resource capacity can be
continuously acquired, the computer system allocates the
total acquired resource capacity to the virtual machine
deployed on the physical computer.

The present invention can therefore provide a computer
system and a control method for that computer system
capable of efficiently allocating resources of the physical
computer to the virtual machine; and can moreover provide a
computer system and a control method for that computer
system capable of allocating resources to a virtual machine by
recognizing that a substantial surplus resource capacity is
available even if there is a temporary shortage in resource

capacity.
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of the hardware of the computer
system of the first embodiment of the present invention;

FIG. 2 is a block diagram showing the common hardware
structure of a management computer/server and a physical
machine;

FIG. 3 is one example of a virtual machine resource table;

FIG. 4 is one example of a work-task table;
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FIG. 5 is one example of a physical computer resource
table;

FIG. 6 is one example of a linking table;

FIG. 7 is aflowchart showing the process for generating the
resource acquisition pool in the managed physical computer;

FIG. 8 is a flowchart showing the process for acquiring
resources in the resource acquisition pool;

FIG. 9 is a flowchart showing in detail the processing (step
902 in FIG. 8) for the resource acquisition unit to gradually
acquire the resource capacity required by the virtual machine
in the resource acquisition pool;

FIG. 10 is a flowchart showing the processing for distrib-
uting resources from the resource acquisition pool to the
virtual machine according to the order of priority of the work-
task system operated by the virtual machine;

FIG. 11 is a flowchart showing the processing for distrib-
uting resources from the resource acquisition pool to the
virtual machine according to the system structure of the work-
task system operated by the virtual machine;

FIG. 12 is a flowchart showing the processing for manag-
ing that allocation of resources to the virtual machine by way
of queues;

FIG. 13 is a flowchart showing the processing for taking
over the resource capacity acquired for the virtual machine
from the resource acquisition pool;

FIG. 14 is a flowchart for verifying whether or not the
resource capacity required for the virtual machine can be
acquired prior to executing the resource acquisition process;

FIG. 15 is a flowchart showing processing of a request for
shifting the virtual server to another managed physical com-
puter;

FIG. 16 is a flowchart of execution of processing for delet-
ing the virtual server;

FIG. 17 is a flowchart of the process when removing the
virtual server from the physical server when the physical
server was set to power-saving mode;

FIG. 18 is a block diagram of the computer system hard-
ware for another embodiment of the present invention;

FIG. 19 is a block diagram of the computer system hard-
ware for yet another embodiment of the present invention;

FIG. 20 is a block diagram of the computer system hard-
ware for still another embodiment of the present invention;

FIG. 21 is a block diagram of the computer system hard-
ware for still yet another embodiment of the present inven-
tion;

FIG. 22 is a block diagram of the computer system hard-
ware for still another embodiment of the present invention;

FIG. 23 is a block diagram of the computer system hard-
ware for yet still another embodiment of the present inven-
tion; and

FIG. 24 is a block diagram of the computer system hard-
ware for a further embodiment of the present invention.

DETAILED DESCRIPTION

The embodiments of the present invention are described
while referring to the accompanying drawings. FIG. 1 is a
block diagram of the hardware of the computer system of the
first embodiment of the present invention. This computer
system is comprised of multiple physical servers 101, a man-
agement server 100 mainly for executing resource manage-
ment of the physical servers, a monitor terminal 102, and a
network 115 mutually coupling the aforementioned compo-
nents.

Virtualizing software is loaded in the physical server 101.
The virtualizing software is for the purpose of creating mul-
tiple computers virtually capable of operating on the OS of
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the physical computer. Computers created virtually in this
way are called virtual computers or virtual machines. The
virtualizing software sub-divides the resources of the physi-
cal computer into multiple regions and utilizes these region
segments to achieve an environment where multiple virtual
machines can operate.

The virtual machines may include servers and may include
clients. The former are referred to as virtual servers, and
hereafter the present invention is described based on a con-
figuration where multiple virtual servers are set in the physi-
cal server. However, if a virtual machine then operation is not
limited to that of a virtual server and so the virtual machine
may also utilized for the client, serving either application.

The virtual server utilizing resources that were assigned to
it runs on an OS or application almost as if an actual physical
server. The resources may include a processor, memory, stor-
age (hard disk or SSD and so on) and a network, etc.

Multiple virtual machine environments (systems) having
different usage purposes, and OS such as Web servers and
mail servers, can be configured on one physical server. The
management server 100 manages allocation of the resources
of'the physical server 101 serving as the management target to
the virtual server.

FIG. 2 is a block diagram showing the common hardware
structure of the management server 100 and the physical
server 101. The management server 100 and the managed
physical server 101 include a hardware structure identical to
that of a general-purpose computer.

The server includes a CPU 600, a main memory device
601, a network adapter 602, a storage adapter 603, a storage
device 604, and a common bus 605 that mutually connects
these components.

A network adapter 602 is connected to the management
network 115A. The CPU 600 is connectable to other servers
by way of the network 115A.

The storage adapter 603 is connected to a storage network
115B such as SAN. The CPU 600 may therefore connect to
external storage devices by way of the storage network 115B.

A resource management program such as virtualizing soft-
ware is stored in the storage device 604 of physical server 101.
The virtualizing software executes processing to pool the
resources in a resource pool, and allocate resource capacity
from the resource pool to the virtual server. Namely, alloca-
tion of resources to the virtual server is performed from the
resource pool when the virtual server is linked to the resource
pool. The resource acquisition pool 114 described later on is
apool that utilizes the resource pool for the purpose of acquir-
ing resources.

As shown in FIG. 1, virtualizing software run on the physi-
cal server 101 constructs a computer environment (system)
configured from a resource acquisition pool 114 for acquiring
resources allocated to the virtual server 113 from a physical
server, and a resource control unit 120 to perform resource
management processing such as allocating resources from the
resource acquisition pool 114 to the virtual server 113, and
allocating resources to the resource acquisition pool 114.

One example of a parameter for setting or defining the
resource capacity allocated to the virtual server 113 or the
resource pool is the “guaranteed value”. This guaranteed
value is a parameter equivalent to the guaranteed resource
capacity for allocation to the virtual server 113 and resource
pool. The resources allocated to that virtual server or resource
pool are therefore guaranteed within a range of the guaranteed
values, even if there is a conflict due to a virtual server or
resource pool competing for resources with another virtual
server. The guaranteed value is one among the resource allo-
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cation parameters contained in the virtualizing software, and
is typically called a scheduled value or lower limit value.

The management server 100 executes management and
control processing for acquiring the resource capacity needed
by the virtual server, and also performs resource management
processing such as deciding the physical server that will serve
as the virtual server deployment destination.

The management server 100 sets a scheduled value serving
as a guide for the resource capacity required by the virtual
server. The management server 100 sets a physical server
containing a resource acquisition pool 114 having a resource
capacity equivalent to the scheduled value as the virtual
server deployment destination.

When starting up the virtual server 113, the resource con-
trol unit 120 in the managed physical server executes control
to acquire a resource capacity equivalent to the scheduled
value from the resource acquisition pool 114 into the virtual
server 113. Management of the resource capacity is executed
based on sub-division of the resource such as the physical
server’s processor, memory, or I/O into logical blocks.

The management server 100 controls all of the resource
acquisition pool 114 and virtual servers 113 in the managed
physical server 101 to allow or prohibit acquiring the resource
capacity needed for the virtual server 113. The physical server
capable of acquiring the resource capacity needed by the
virtual server is set as the deployment destination of the
virtual server. A resource acquisition pool 114 is set into each
of the multiple managed physical servers 101.

The CPU 600 in the management server 100 as shown in
FIG. 1 executes various control and management functions on
physical server resources such as a resource control unit 103,
aresource acquisition unit 104, a work task monitor unit 105,
a resource allocation unit 116, a pool control unit 106, a pool
generator unit 107, a virtual environment monitor unit 108, a
performance information collection unit 109, a configuration
information collection unit 110, and a placement setter unit
111 by executing management programs stored in the storage
device 604 implemented via the main memory device 601.

The management server 100 contains a management table
holding management data required for executing the appli-
cable control and management functions on the storage
device 604. The management table contains virtual server
resource table 200, a physical server resource table 400, a
work-task table 300, and a linking table 500 for linking the
virtual server with the resource acquisition table.

The resource monitor unit 103 executes upper level
resource management processing and coordinated functions
on other control units. The resource acquisition unit 104
executes processing to acquire resources allocated to the vir-
tual server 113 in the resource acquisition pool 114. The work
task monitor unit 105 executes processing to monitor the
work-task systems operated by the virtual server 113.

The resource allocation unit 116 is a processing unit that
utilizes the resource control unit 120 in the managed physical
server 101 to control allocation to the virtual server 113 of
resources managed by the management server 100.

The pool control unit 106 is a processing unit that utilizes
the resource control unit 120 to control the resource capacity
of the resource acquisition pool 114.

The pool generator unit 107 performs processing to gener-
ate a resource acquisition pool 114 in the managed physical
server 101. The virtual environment monitor unit 108 pro-
vides an I/F to control the resource control unit 120 to the
management server 100. The management server 100 con-
trols multiple managed physical servers 101 by way of the
network 115A.
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The virtual environment monitor unit 108 accesses all of
the processing in the resource acquisition unit 104, the
resource allocation unit 116, the pool control unit 106, the
pool generator unit 107, the performance information collec-
tion unit 109, and the configuration information collection
unit 110 by way of the virtual environment monitor unit 108
to the managed physical server 101.

The performance information collection unit 109 is a pro-
cessing unit that collects operating information and perfor-
mance information on the managed physical server 101, the
virtual server 113, and the resource acquisition pool 114. This
performance information includes the CPU usage rate,
memory usage rate, storage capacity, data transfer speed with
storage, network data transfer speed, and resource allocation
capacities from the physical server to the virtual server such
as CPU allocation quantity and memory allocation quantity,
etc.

The configuration information collection unit 110 is a pro-
cessing unit for collecting configuration information on the
managed physical server 101, the virtual server 113, and the
resource acquisition pool 114. The configuration information
is information relating to the hardware configuration of the
managed physical server 101, the logical system configura-
tions such as the Web3 hierarchical structures, and also the
work-task system configurations of those system configura-
tions.

The performance information collection unit 109 and the
configuration information collection unit 110 each periodi-
cally access the processing object at specified sampling peri-
ods, collect information, and record the collected information
in the management table.

The placement setter unit 111 sets which managed physical
server 101 to place and operate the virtual server 113 for
assignment of resources. The placement setter unit 111 is a
processing unit for setting the physical server where the vir-
tual server must be placed.

The virtual environment monitor unit 108 is present inside
the management server 100; however, the management server
100 can be present in another physical server that can be
accessed by way of the network 115. The resource acquisition
unit 104 of the management server 100 can for example in that
case also access the managed physical server 101 by way of
the virtual environment management unit of the applicable
physical server. The virtual environment monitor unit 108
may also operate on the virtual server 113.

Each processing unit of the management server may also
access the managed physical server by way of an I/F (inter-
face) for the resource control unit 120 without utilizing the
virtual environment monitor unit 108.

The resource control unit 120 executes control and man-
agement processing of the virtual server 113 and resource
acquisition pool 114 after receiving commands from the man-
agement server 100.

The monitor terminal 102 sends input information for man-
aging the management server 100 by way of the network
115A, and also receives information on management status
that was output from the management server 100. The refer-
ence numeral 112 denotes the input/output unit comprised of
hardware such as a keyboard and display, and software such
as an interface.

The management user refers by way of the monitor termi-
nal 102 to configuration information and performance infor-
mation for the managed physical server 101, the virtual server
113, and the resource acquisition pool 114 that are subject to
control (control objects) by the management server 100. The
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management user then applies control and management pro-
cessing to these control objects by way of the management
server 100.

FIG. 3 is one example of the virtual server resource table
200. The virtual server resource table 200 manages the
resources of the virtual server 113 and the resource acquisi-
tion pool (abbreviated to “pool” in FIG. 2) 114.

The virtual server resource table 200 contains a virtual
server and resource acquisition pool recognition field 201, a
physical server recognition field 202, an actual allocation
resource capacity field 203, a requested resource capacity
field 204, an acquired resource capacity field 205, an acqui-
sition flag field 206, a collection time field 207, and a sched-
uled acquisition resource capacity field 208.

Information for recognizing the entities (virtual server 113
or resource acquisition pool 114, resource pools other than
the resource acquisition pool) is recorded in the virtual server
and resource acquisition pool recognition field 201. This rec-
ognition information is key information for each record in the
virtual server resource table.

Information for recognizing the managed physical server
101 where the entity operates is recorded in the physical
server recognition field 202.

The resource capacity currently allocated to the entity is
recorded in the actual allocation resource capacity field 203.

The resource capacity acquired by the entity is recorded in
the acquired resource capacity field 205. If the entity is the
virtual server 113 then the acquired resource capacity is a
quantity based on an amount equivalent to the previously
described guaranteed value of the virtual server. If the entity
is a resource acquisition pool then the acquisition resource
capacity is an amount based on the resource capacity equiva-
lent to the previously described guaranteed value of the
resource acquisition pool.

If'a virtual server belongs to the resource acquisition pool,
then the guaranteed value of the resource acquisition pool is
usually larger than the sum of the guaranteed values of virtual
servers belonging to the resource acquisition pool. The man-
agement server 100 cannot usually set a value exceeding the
available resource capacity of the physical server, as the guar-
anteed value in the resource acquisition pool 114. The man-
agement server 100 increases the guaranteed value of the
resource acquisition pool within the range of the available
resource capacity based on the current state of the physical
server available resource capacity that can be measured and
acquired.

The resource capacity that the entity requested to the
resource allocation unit 116 for allocation is recorded in the
requested resource capacity field 204. If the resource capacity
of the managed physical server 101 is not at a critical level,
then the requested resource capacity field 204 and the actual
allocation resource capacity field 203 reach equivalent val-
ues.

On the other hand, if the resource capacity of the managed
physical server 101 is at a critical level, the resource control
unit 120 cannot allocate a resource capacity to the entity that
meets the required resource capacity and so the actual allo-
cated resource capacity might sometimes be smaller than the
required resource quantity. If the requested resource capacity
is smaller than the acquired resource capacity then the
requested resource capacity and the actual allocation resource
capacity usually reach equivalent values. Conversely, if the
requested resource capacity is the same or larger than the
acquired resource capacity then the actual allocation resource
capacity field 203 usually does not drop below the acquired
resource capacity.
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Gigabytes (GB) expressing the memory size and storage
capacity are recorded in the actual allocation resource capac-
ity field 203, the requested resource capacity field 204, and
the acquired resource capacity field 205 as shown in FIG. 3.
However in the case that the resource assigned to the virtual
server is a network or processor, then the CPU frequency
(Hz), disk transfer capacity or network transfer capacity
(MB/s, packet quantity/s) is recorded as the resource capac-
ity. If there are plural types of resources, then a combination
of the multiple types of resource capacities may be recorded
or a value calculated from the multiple types of resource
capacities may be recorded.

Flag information for allowing the management server 100
to decide whether or not there is an entity to acquire the
resource in order to allocate resources from the physical
server to the virtual server is recorded in the acquisition flag
field 206.

To set a pool as the resource acquisition pool, the manage-
ment server 100 records a “true” as the acquisition flag, and
records a “false” when not setting a pool as the resource
acquisition pool.

The virtual server is usually the supply destination for the
source, so a “false” is usually recorded the acquisition flag
since the virtual server is not the resource supply source.
However, if setting the virtual server as the supply source for
the resource then the virtual server is set to “true.” The virtual
server that is the resource supply source may for example
creates a state that receives a simulated load unrelated to the
work task by a special program in, and then assigns a resource
acquired based on this simulated load to a virtual server for
executing work task. The record collection times are stored in
the collection time field 207.

When the performance information collection unit 109 and
the configuration information collection unit 110 collect
information by way of the virtual environment monitor unit
108 from the resource control unit 120 of the managed physi-
cal server, this collected information is recorded in the virtual
server resource table 200 as an initial record or as rewritten
(refresh) record.

The pool generator unit 107 defines the resource acquisi-
tion pool 114 and sets a “true” in the acquisition flag field 206
when recording this resource acquisition pool 114 in the
virtual server resource table 200.

The resource capacity scheduled for entity acquisition is
stored in the scheduled acquisition resource capacity field
208. The scheduled acquisition resource capacity field 208
stores the requested resource capacity acquired by the
resource acquisition pool or the resource acquisition virtual
server. The value of the acquired resource capacity field 205
is gradually increased until reaching the target figure for the
resource capacity to acquire as shown in the scheduled acqui-
sition resource capacity 208. The scheduled acquisition
resource capacity field 208 stores a value that is the sum of
scheduled values in the resource acquisition requests corre-
sponding to the resource acquisition pool or the resource
acquisition virtual server.

FIG. 4 is a drawing showing one example of a work/task
table 300. The work/task table 300 groups the work-task
system from the standpoint of the work executed by the
virtual server 113, and records resource management infor-
mation such as resource allocation information, and resource
lending schedule information for each work-task system.

The work/task table 300 contains a work-task field 301, a
work-task priority level field 302, a requested resource capac-
ity field 303, a scheduled period field 304, a virtual server
field 305, and a system requirements field 306.
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The work-task field 301 stores recognition information for
the work-task system. This recognition information is key
information for the record that is recorded in the table.

Priority level information for the work-task system is
stored in the work-task priority level field 302. This informa-
tion is information set by the administrator according to the
degree of importance in the work-task system. The work-task
priority level is for example a value established according to
the service level or reliability and so on required by the
work-task system. More specifically, the level of priority is
low when lending resources in a development environment;
and the level of priority is high in ticket sales systems where
a high service level is required.

In a state where multiple work-task systems are operating
in the managed physical server 101, the resource allocation
unit 116 correctly distributes resources to the multiple work-
task systems by allocating resources in the resource acquisi-
tion pool 114 to the virtual servers 113 for each work-task,
based on the priority level.

The resource capacity requested for the work-task system
is registered in the requested resource capacity field 303.
Information on the time scheduled for lending resources from
the managed physical server 101 to the work-task system
specified by the work-task field 301 is registered in the sched-
uled period field 304.

Information for recognizing the virtual server 113 that
configure the work-task system specified in the work-task
field 301 is registered in the virtual server field 305.

The system condition information requested for the work-
task system specified in the work-task field 301 is registered
in the system requirements field 306. For example, the con-
dition that the multiple virtual servers 113 configuring the
work-task system must each operate on different managed
physical servers 101, or conversely the condition that the
multiple virtual servers 113 must operate on the same man-
aged physical server 101 is registered in the system require-
ments field 306.

The former condition is set in order to enhance reliability
assuming that the hardware in the managed physical server
101 will fail. The latter condition is set in order to boost
shared usage of the managed physical servers 101 memory,
increase the cache hit rate and speed up the work-task pro-
cessing.

The work task monitor unit 105 generates or rewrites (re-
freshes) the work-task table 300 based on the information that
the performance information collection unit 109 and the con-
figuration information collection unit 110 collected from the
managed physical server.

FIG. 5 is a drawing showing one example of the physical
server resource table 400. The physical server resource table
400 is a table for managing the resource usage status of the
physical server.

The physical server resource table 400 contains a physical
server field 401, a total resource capacity field 402, an avail-
able resource capacity field 403, and a non-acquired resource
capacity field 404.

Information for recognizing the managed physical servers
101 is registered in the physical server field 401. This recog-
nition information is key information for each record in the
physical server resource table.

The total size of the resource capacity contained in a certain
managed physical server 101 specified by the physical server
field 401 is registered in the total resource capacity field 402.

Among the resource capacity contained in a certain man-
aged physical server 101 specified by the physical server field
401; the unused resource capacity not assigned even to any of
the virtual servers 113 or resource acquisition pools 114, or
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namely a value in which the total value in the actual allocation
resource capacity field 203 (FIG. 3) belonging to the same
physical server as the physical server field 401 (FIG. 5) sub-
tracted from the total resource capacity field 402, is recorded
in the available resource capacity field 403.

Among the resource capacity contained in a certain man-
aged physical server 101 specified by the physical server field
401; the resource capacity not acquired in the resource acqui-
sition pools 114 is recorded in the non-acquired resource
capacity field 404. This value is equivalent to a value in which
the total value in the acquired resource capacity field 206
(FIG. 3) belonging to the same physical server as the physical
server field 401 (FIG. 5) subtracted from the total resource
capacity field 402.

This physical server table 400 is generated or rewritten by
the resource monitor unit 103 based on the collected infor-
mation by the performance information collection unit 109
and the configuration information collection unit 110.

FIG. 6 is a drawing showing one example of the linking
table 500. The corresponding relation between the virtual
servers 113 and the resource acquisition pools 114 (abbrevi-
ated to “pool” in FIG. 6) supplying resources to the virtual
server is recorded in the linking table 500. The virtual server
assigned to the resource acquisition pool is recorded in the
linking table 500 at the stage where the placement setter unit
111 sets the physical server 101 where the virtual server 113
must be deployed.

The linking table 500 contains a virtual server field 501 and
a resource acquisition pool field 502. Recognition informa-
tion for the virtual server 113 is recorded in the virtual server
field 501. Information for recognizing the resource acquisi-
tion pools 114 for assigning acquired resources to the virtual
server 113 specified in the virtual server field 501 is registered
in the resource acquisition pool field 502.

On the other hand, when the period for utilizing the virtual
server has ended, the administrator deletes the virtual server
entry from the linking table. If the resource acquisition pool
corresponding to the virtual server does not also correspond
to other virtual servers at this time, then the administrator
deletes that resource acquisition pool from the linking table.

FIG. 7 is a flowchart showing the operation of the pool
generator unit 107 (FIG. 1), or namely the process for gener-
ating the resource acquisition pool 114 (abbreviated to “pool”
in FIG. 7) in the managed physical server 101. The pool
generator unit 107 executes discovery by way of the network
115A (FIG. 2) and detects new managed physical servers 101
if present within the management range (step 701).

The pool generator unit 107 accesses the detected physical
server 101, analyzes the software environment in the physical
server 101 and decides whether or not there is a virtual envi-
ronment within the managed physical server (step 702).

When the pool generator unit 107 makes an affirmative
decision in step 702, the unit 107 decides whether or not to set
a resource acquisition pool 114 in the physical server 101
based on performance information and configuration infor-
mation in the managed physical server 101 (step 703).

When the pool generator unit 107 decides in step 703 that
there is no resource acquisition pool, the unit 107 provides a
resource acquisition pool 114 create command to the hyper-
visor (resource control unit 120) of the physical server 101
(step 704).

The pool generator unit 107 registers the created resource
acquisition pool into the virtual server resource table 200
(FIG. 3) as a managed object (step 705). More specifically,
the pool generator unit 107 generates a new record in the
virtual server resource table 200, records an identifier for the
created resource acquisition pool 114 into the virtual server
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field 201, records the managed physical server 101 that gen-
erated the resource acquisition pool into the physical server
field 202, and records a “true” in the acquisition flag field 206.
Information on the resource capacity collected by the perfor-
mance information collection unit 109 is recorded in the
actual allocation resource capacity field 203 and requested
resource capacity field 204. The pool generator unit 107 sets
the scheduled value in the acquired resource capacity field
205.

The pool generator unit 107 terminates the flowchart when
the unit 107 makes a negative decision in step 702. When
decided in step 703 that there is a resource acquisition pool,
the currently used resource acquisition pool is set as the
managed object (step 706) and the flowchart is terminated.

FIG. 8 is a flowchart showing the operation of the resource
acquisition unit 104 (FIG. 1) or namely is a flowchart of the
process for acquiring resources in the resource acquisition
pool. The resource acquisition unit 104 executes the process
of'the flowchart in FIG. 8 if setting a managed physical server
as the deployment destination for a new virtual server.

In a state where the virtual server is operating on the physi-
cal server, resources must again be acquired for the resource
acquisition pool, when the resource acquisition unit attempts
to assign resources to the virtual server because the resources
from the resource acquisition pool 114 have already been
discharged to the virtual server 113.

Whereupon the resource acquisition unit 104 sets a sched-
uled value serving as the resource capacity required by the
new virtual server based on the information input from the
monitor terminal 102, and calculates a scheduled value to set
in the resource acquisition pool.

The resource acquisition unit 104 acquires a threshold
value for deciding the size of the scheduled value from the
specified range of the main memory device 601, and com-
pares the scheduled value with threshold value (step 901).

The resource acquisition unit 104 searches the entity rec-
ognition field 201 (or virtual server and resource acquisition
pool recognition field 201) in FIG. 3 when the scheduled
value is below the threshold value (No: step 901), sets a
scheduled value in an unused resource acquisition pool 114
where there is no acquired resource capacity, and sends a
command to the resource control unit 120 of this resource
acquisition pool 114. The resource control unit 120 that
received this transmitted command acquires a resource
capacity that is equivalent to the scheduled value in the
resource acquisition pool 114 (step 906).

The scheduled value is at this time smaller than the thresh-
old value, so the resource acquisition unit 104 can acquire the
resource capacity required by the virtual server all at one time
in the resource acquisition pool 114 since the managed physi-
cal server 101 has sufficient available capacity to supply a
resource capacity equivalent to the scheduled value. Rather
than using the threshold value, the resource acquisition unit
104 may compare the available capacity ofthe physical server
with the scheduled value.

On the other hand, when the resource acquisition unit 104
decides that the scheduled value exceeds the threshold value
(Yes: Step 901) the resource acquisition unit 104 sends con-
tinuous resource acquisition requests to the resource control
unit 120 for the unused resource acquisition pool 114 so that
a resource capacity equivalent to the scheduled value is
gradually acquired over multiple times in the resource acqui-
sition pool 114, (described in detail in FIG. 9: step 902).

Conventional server hosting business operators in many
cases cannot allocate the required resource capacity to the
virtual server all at one time, however when the resource
capacity requested by the virtual server that is attempting to
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deploy at the physical server is small, then the management
server acquires this capacity all at one time by way of steps
901, 902, 906; and when the requested resource capacity is
large, the management server attempts to reliably acquire the
target requested resource capacity by the time the virtual
server starts operating, by continuously accumulating the
resource capacity that is smaller than the requested resource
capacity.

The performance information collection unit 109 and con-
figuration information collection unit 110 acquire the
resource acquisition progress status in the resource acquisi-
tion pool from the physical server 101, and newly register the
information in the actual allocation resource capacity field
203, the requested resource capacity field 204, and the
acquired resource capacity field 205.

The acquired resource capacity is newly registered in the
actual allocation resource capacity field 203, the requested
resource capacity field 204, and the acquired resource capac-
ity 205 as the acquisition of resource to the resource acquisi-
tion pool 114 gradually progresses.

When acquisition of the target resource capacity for the
resource acquisition pool 114 is complete, a resource capacity
equivalent to the scheduled value is registered in the acquired
resource capacity 205.

FIG. 3 shows the state prior to allocation of resources to the
virtual server where the pool 1 and pool 3 resource acquisition
has ended. Pool 2 is in a state prior to resource acquisition
after discharge of resources to the virtual server.

Next, the resource acquisition unit 104 refers to the
acquired resource capacity field 205 (FIG. 3) to decide (step
903) if a requested resource capacity equivalent to the sched-
uled value can be acquired for at least one of the resource
acquisition pools (abbreviated to “pool” in FIG. 8). When the
resource acquisition unit 104 decides the value can be
acquired, the resource acquisition pool 114 in which to
deploy the virtual server is decided.

In step 903 when the resource acquisition unit 104 decides
that acquisition of resources for at least one resource acqui-
sition pool has completed, the resource acquisition unit 104
decides on the virtual server that should be deployed in the
physical server for that one resource acquisition pool. On the
other hand, when acquisition of resources for plural resource
acquisition pools has completed, then a specified resource
acquisition pool is set as the deployment destination for the
virtual server in compliance with a specified selection crite-
rion.

The selection criterion is the size of the available capacity
(FIG. 5: 403) of the physical server for the resource acquisi-
tion pool per time before and after the requested resource
capacity acquisition was completed.

The resource acquisition unit 104 subsequently releases
the acquired resource region for a resource acquisition pool
not selected as the deployment destination (step 904), and
clears the actual allocation resource capacity field 203, the
requested resource capacity field 204, and the acquired
resource capacity field 205.

The threshold value is generally set in advance for the
resource acquisition unit 104 by the management user or
administrator. However, the resource acquisition unit 104
may set the threshold value according to the state that the
flowchart in FIG. 8 is executed or the resource acquisition unit
104 may dynamically change the threshold value via a speci-
fied default value or a threshold setting program according to
the available resource capacity of the managed physical
server (F1G. 4) or the acquired resource capacity (FIG. 3), etc.

A resource capacity difficult to acquire all at one time may
for example be calculated as the threshold value based on
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factors such as the number of virtual severs per managed
physical server, specifications for the managed physical
server, or the available size of the physical server.

Next, the resource control unit 120 for the resource acqui-
sition pool set as the virtual server deployment destination,
replies with the acquired resource information to the resource
management unit 103 of the management server 100 (step
905).

The resource acquisition unit 104 further registers the
mutual relation between the virtual server 113 and the
resource acquisition pool 114 in the linking table 500. As
shown in FIG. 1, besides setting the virtual server outside the
resource acquisition pool 114, the resource management unit
103 can also set the virtual server within the resource acqui-
sition pool. The resource management unit 103 can also set
another resource acquisition pool within the resource acqui-
sition pool. In other words, the resource management unit 103
can arrange the resource acquisition pool in layers.

Executing the process for acquiring resources for multiple
physical servers was described using FIG. 8; however, the
management server 100 may also attempt acquiring resources
by setting the priority in order of physical servers having a
high probability of acquiring the requested resource capacity,
based on results (history log information in FIG. 3) from
monitoring resources collected in the past.

FIG. 9 is aflowchart showing in detail the process (step 902
in FIG. 8) for gradually acquiring the resource capacity
requested by the virtual server in the resource acquisition pool
by the resource acquisition unit 104.

The resource acquisition unit 104 sets a coefficient value
that is the same as the threshold, or lower than the threshold,
adds the coefficient value to the guaranteed value in the
resource acquisition pool 114 (step 1001), gradually
increases the guaranteed value in the resource acquisition
pool and sends this value to the resource control unit 120. The
resource control unit 120 acquires an added resource capacity
equivalent to the difference with the guaranteed value (coet-
ficient value) in the resource acquisition pool 114.

This coefficient value may be a fixed value or may be a
value calculated as needed by the resource acquisition unit
104 according to the critical level of the physical server or
namely the available resource capacity (FIG. 4).

The resource acquisition unit 104 adds a resource capacity
equivalent to the coefficient value in the acquired resource
capacity 205 for the resource acquisition pool of the virtual
server resource table (FIG. 3), and decides whether or not the
value after addition has reached the required resource capac-
ity (value in scheduled acquisition resource capacity 208)
(step 1002).

If the decision is negative (not reached resource capacity)
then the processing subsequently returns to step 1001 after a
fixed period of time has elapsed (step 1003), and the resource
acquisition unit 104 sends a request to the resource control
unit 120 to acquire additional resource capacity equivalent to
the coefficient value.

By repeating steps 1001 through step 1003, the resource
acquisition unit 104 can continuously acquire a resource
capacity for the virtual server that must be deployed in the
physical server in the resource acquisition pool 114.

If the resource control unit 104 cannot acquire a resource
capacity that reaches the required resource capacity even after
repeating the above processing a specified number of times,
then the administrator notifies the user to warn that resources
cannot be acquired for the virtual server.

After deciding from the result in the flowcharts in FIG. 8
and F1G. 9 that the resource acquisition pool 114 has acquired
the necessary resource capacity, the placement setter unit 111
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decides to deploy the virtual server in a specified physical
server where the resource acquisition pool 114 is located by
the time that the virtual server starts operating.

In this deployment process, the resource control unit 120
for the specified physical server stores the virtual server 113
within the resource acquisition pool 114, and allocates the
acquired resource region for resource acquisition pool 114 to
the virtual server 113. The resource control unit 120 subse-
quently transfers the resource capacity of resource acquisi-
tion pool 114 to the virtual server 113 by releasing the virtual
server 113 to outside the resource acquisition pool 114. The
reduction in resource capacity of the resource acquisition
pool 114 and the increase in resource capacity of the virtual
server are recorded in the table in FIG. 2.

The resource acquisition unit 104 may adjust the sampling
interval of the acquired resource capacity for the resource
acquisition pool from the date that the virtual server is
deployed in the physical server. The management server 100
may shorten the sampling intervals if the date that the virtual
server will be deployed in the physical server is near and may
actively acquire resources.

FIG. 10 shows an example of the resource allocation pro-
cessing by the resource allocation unit 116. FIG. 10 is also a
flowchart showing the process for distributing resources from
the resource acquisition pool 114 in the virtual server accord-
ing to the order of priority in the work-task system operated
by the virtual server 113.

Theresource allocationunit 116 assigns resources fromthe
same resource acquisition pool 114 to the multiple virtual
servers or in other words detects conflicts or competition for
resources among the multiple virtual servers 113 (step 1101).

Next, the resource allocation unit 116 refers to the work-
task table in FIG. 4 and specifies the work-task system to
execute by utilizing the resource for which the multiple vir-
tual servers are competing (step 1102).

The resource allocation unit 116 next (FIG. 4: 302)
acquires the work-task system order of priority (step 1103),
and apportions the resource capacity of the resource acquisi-
tion pool among the multiple virtual servers according to the
order of priority (step 1104). The resource allocation unit 116
for example may sequentially distribute the requested
resource capacity from the resource acquisition pool of the
virtual server for the work-task system in order of high pri-
ority.

The resource allocation unit 116 next sends requests
regarding assignment of the apportioned resource capacity to
the resource control unit 120 of the physical server where the
virtual server is deployed, and distributes the resource capac-
ity required for each of the multiple work-task system (virtual
server) from the resource acquisition pool 114 (step 1105).

FIG. 11 shows an example of the resource allocation pro-
cessing by the resource allocation unit 116. FIG. 11 is a
flowchart showing the process for distributing resources from
the resource acquisition pool to the virtual server according to
the system configuration of the work-task system operated by
the virtual server 113. The system configuration of the work-
task system is control or management information relating to
the system requirements field 306 shown in the work-task
table in FIG. 4.

When deploying plural virtual severs in the computer sys-
tem, the administrator searches the work-task system condi-
tions implemented by the multiple virtual servers such as
work-task system conditions for the Web3 layer system com-
prised for example from multiple virtual machines, and
attempts to acquire the collective resources for the multiple
virtual machines.
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In that case, the administrator sets whether to deploy the
multiple virtual servers in different physical servers or deploy
the multiple virtual servers in the same physical server; and
moreover sets whether to acquire resources for the multiple
virtual servers from the same resource acquisition pool or
acquire the multiple virtual servers from different pools. Con-
trol is therefore necessary for distributing resources from the
resource acquisition pool to the multiple virtual servers
according to the work-task system conditions in the virtual
server.

The resource allocation unit 116 acquires system configu-
ration condition information on the work-task system (step
1201). Next, the resource allocation unit 116 distributes
resources (step 1202) or namely the resource capacity
acquired in the resource acquisition pool 114 to the multiple
virtual servers so as to satisty conditions for system structural
information acquired in step 1201, and allocates the resource
capacity to the virtual server according to the distributed
value (step 1203).

The system conditions may for example include a system
configuration that places the multiple virtual servers 113 in a
separate managed physical server 101 in order to minimize
effects from hardware breakdowns and improve reliability.
Conversely, the system conditions may include a system con-
figuration that places the multiple virtual servers 113 in the
same managed physical server 101 with the objective ofhigh-
speed operation. In this case, high speed operation can be
achieved since the memory information is jointly shared and
network communications can be copied into the memory.

FIG. 12 shows an example of the resource allocation pro-
cessing by the resource allocation unit 116. FIG. 12 is a
flowchart showing the process for managing the allocation of
virtual server resources by way of queues. The resource allo-
cation unit 116 that internally monitors the queues for queu-
ing the resource allocation request, extracts the allocation
request from the resource allocation queue (step 1301), and
specifies the resource acquisition pool 114 containing
resource capacity for the extracted allocation request (step
1302).

Next, among information for managing the virtual server
resource table 200, the resource allocation unit 116 deducts
the requested allocation capacity (scheduled value) from the
values in the acquired resource capacity field 205 and the
scheduled acquisition resource capacity field 208 for the
record equivalent to the specified resource acquisition pool
114 (step 1303). The resource allocation unit 116 also sets a
value calculated by deducting the requested allocation capac-
ity (scheduled value), into the guaranteed value of the speci-
fied resource acquisition pool 114.

The resource allocation unit 116 next allocates the resource
capacity (scheduled value) requested allocation from the
specified resource acquisition pool 114, to the virtual server
corresponding to the request (step 1304).

FIG. 13 is a specific example of the resource allocation
processing by the resource allocation unit 116. The flowchart
in this figure describes the processing for handover of the
resource capacity acquired from the resource acquisition pool
114 to the virtual server 113.

This handover stores the virtual server 113 in the resource
acquisition pool 114, and next executes the process releasing
this virtual server 113 from storage.

The resource allocation unit 116 specifies a resource acqui-
sition pool (C) to allocate as the acquired resource capacity
corresponding to the virtual server (A) for new deployment
on the physical server, from the corresponding table 400 (step
1401).

10

15

20

25

30

35

40

45

50

55

60

65

16

Next, the resource allocation unit 116 adds the requested
allocation resource capacity (D) in the virtual server (A) to the
resource acquisition pool (C) scheduled value (step 1402).
The resource allocation unit 116 places the virtual server (A)
in the resource acquisition pool (C) (step 1403).

The resource allocation unit 116 next adds the value of the
requested allocation resource capacity (D) portion to the
guaranteed value of the virtual server (A) (step 1404). The
resource allocation unit 116 further extracts the virtual server
(A) from the resource acquisition pool (C) (step 1405). The
resource allocation unit 116 subtracts the requested allocation
resource capacity (D) portion in the virtual server (A) from
the guaranteed value of the resource acquisition pool (C) (step
1406).

The resource control unit 120 changes the guaranteed allo-
cated resource handed over from the resource acquisition
pool (C) to the virtual server (A) into a virtual server (A) due
to a request from the resource allocation unit 116. Fluctua-
tions in the resource capacity of the resource acquisition pool
(C) and the virtual server (A) are registered by the resource
allocation unit 116 in the resource allocation table 200.

In the resource handover from the resource acquisition
pool to the virtual server, the resource allocation unit 116 may
synchronize the pool and server, and increase the guaranteed
value of virtual server 113 while reducing the scheduled value
of resource acquisition pool 114, to allow acquisition of
resources released from the resource acquisition pool by the
virtual server.

FIG. 14 is a flowchart for verifying whether or not the
resource capacity required for the virtual machine can be
acquired in the resource acquisition pool 114 prior to execut-
ing the resource acquisition process.

The resource acquisition unit 104 simulates the flowchart
process in FIG. 9, when attempting to acquire a resource
capacity exceeding the threshold value (FIG. 8) in the
resource acquisition pool 114.

To accomplish that action, the resource acquisition unit
104 consecutively searches the physical server resource table
400 (FIG. 5) when a resource acquisition request is detected
in the resource acquisition pool (step 1501); and monitors the
available resource capacity 403 of the physical server (step
1502).

The resource acquisition unit 104 estimates the increase
(FIG. 9) in resource capacity per each cycle in the process for
consecutively acquiring resource capacity in the resource
acquisition pool 114 from the trend in available resource
capacity of the physical server; and predicts trends in future
capacity increases of the resource acquisition pool 114 (step
1503).

The increase in acquired resource capacity was estimated
here from trends in the available resource capacity of the
physical server; however, the resource acquisition process
may instead be actually performed as a trial for several times
or for a fixed trial period, and an estimate of the resource
capacity acquirable in the future made from the value thus
obtained.

The resource acquisition unit 104 decides based on the
prediction results whether or not the required resource capac-
ity set as the scheduled value in the resource acquisition pool
114 can be acquired by the scheduled start time of the virtual
server (step 1504).

When the resource acquisition unit 104 decides that the
requested allocation resource capacity cannot be acquired by
the scheduled start time even if the continuous acquired quan-
tity of resource capacity is increased within the tolerance
range, the resource acquisition unit 104 displays a warning
message on the monitor terminal (step 1505). The adminis-
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trator receives this warning message and can request the user
to delay the start of the virtual server or lower the virtual
server guaranteed value. Based on the correction request from
the user, the management server 100 again executes the pro-
cess in the flowchart in FIG. 14, and after verifying a positive
decision for step 1504 (i.e. can acquire resource by virtual
server start time), the administrator can start actually acquir-
ing the required resource capacity into the resource acquisi-
tion pool.

FIG. 15 is a flowchart showing processing of a request to
shift the virtual server 113 to another managed physical
server 101. When the pool generator unit 107 receives a
request from the monitor terminal 102 to shift the virtual
server (A) to the managed physical server (D) (step 1408),
checks the linking table 500, and specifies a resource acqui-
sition pool (C) that is linked to the virtual server (A) (step
1409).

Next, the pool generator unit 107 generates a new resource
acquisition pool (E) set with the scheduled value based on the
scheduled value for resource acquisition pool (C) in the man-
aged physical server (D) (step 1410).

The pool generator unit 107 further shifts the virtual server
(A) to the managed physical server (D) (step 1411), and
deletes the resource acquisition pool (C) (step 1412).

The pool generator unit 107 also changes the correspond-
ing mapping (linking) to the virtual server (A), from the
resource acquisition pool (C) to the resource acquisition pool
(E) (step 1413) and records the contents of this change in the
linking table.

Next, the resource acquisition unit 104 executes the pro-
cess for handover of the resource capacity equivalent to the
scheduled value in resource acquisition pool (E) to the virtual
server (A) (step 1414).

FIG. 16 is a flowchart of the deletion process executed in
the virtual server 113. When a request is received to delete the
virtual server (A) from the monitor terminal 102 (step 1415),
the pool generator unit 107 specifies a resource acquisition
pool (F) corresponding to the virtual server (A) (step 1416).

The pool generator unit 107 next deletes the virtual server
(A) and also deletes the resource acquisition pool (F) corre-
sponding to the virtual server (step 1417). The pool generator
unit 107 deletes the correspondence between the resource
acquisition pool (F) and the virtual server (A) from the linking
table 500 (step 148).

The pool generator unit 107 checks the acquisition flag 206
for the table in FIG. 3, and if the virtual server (described later
on) is for allocating resource to the virtual server in the
work-task system (flag: true) the pool generator unit 107 do
not delete this virtual server.

FIG. 17 is a flowchart showing the removing of the virtual
server from the physical server when the physical server was
set to power-saving mode. When the management server 100
detects from the monitor terminal 102, a request to shift the
computer system to power-saving mode (step 2400), the
resource monitor unit 103 specifies a physical server (A) ideal
for removing all virtual servers among the multiple managed
physical servers to another physical server (step 2402). One
such type of physical server is physical servers having the
lowest operating rate.

The resource monitor unit 103 subsequently searches the
linking table 500 (FIG. 6) and specifies a resource acquisition
pool (C) corresponding to the virtual server (B) in physical
server (A) (step 2403).

Next, the resource monitor unit 103 sets a scheduled value
for the total resource capacity of physical server (A) in the
resource acquisition pool (C) (step 2404), and decides
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whether or not that scheduled value can be set in the resource
acquisition pool (C) (step 2405).

In step 2405, the resource monitor unit 103 compares the
scheduled value with the threshold value, and if the scheduled
value is lower than the threshold value the resource monitor
unit 103 decides that all scheduled values can be set all at one
time in the resource acquisition pool. On the other hand, when
decided that the scheduled value exceeds the threshold value,
the resource monitor unit 103 decides that the guaranteed
value for the scheduled value cannot be set all at one time in
the resource acquisition pool (C), gradually raises the guar-
anteed value of resource acquisition pool (C) up to the entire
resource capacity portion of physical server (A). The resource
monitor unit 103 deletes the guaranteed value for the virtual
server (B) that is to be removed from the physical server (A).

When a scheduled value was set in resource acquisition
pool (C) all at one time or when executing step 2406, and the
resource capacity from the virtual server (B) is recovered in
the resource acquisition pool (C) by finally setting the sched-
uled value in the resource acquisition pool (C), and the
resource monitor unit 103 consequently detects there is no
virtual server operating on the physical server (A) (step
2406); the management server 100 shifts the physical server
(A) to a power-saving mode (shutdown mode, etc.). The
resource monitor unit 103 searches the virtual server resource
table 200 and can attain step 2406 by confirming that there is
no virtual server containing an actual allocation resource
capacity 203 in the physical server (A).

By executing the process in the flowchart in FIG. 17, the
management server 100 can cluster the virtual server (B) in
another physical server and moreover dynamically shift the
physical server (A) to a non-used state that does not consume
resources and so in that way change the physical server (A) to
a power-saving state.

When clustering the virtual server (B) from the physical
server (A) to another physical server is attempted without
recovering the resource in the resource acquisition pool (C)
from the virtual server (B); a so-called “ping pong effect”
occurs due to a load equalizing program applied to the com-
puter system causing the virtual server (B) to move back and
forth between the movement source physical server (A) and
the other physical server that is the movement destination.

However, this above described “ping pong effect” can be
avoided by recovering that resource in resource acquisition
pool (C) in the movement source physical server (A) of the
virtual server (B) even in system environments where a load
equalizing system is operating.

Another embodiment relating to the configuration of the
virtual server 113 and resource acquisition pool 114 for the
managed physical server 101 is described next. In the previ-
ously described embodiment (FIG. 1) the virtual server 113 is
released outside the pool 114 when the management server
100 allocates resources from the resource acquisition pool
114 to the virtual server 113. However, in the embodiment in
FIG. 18, a configuration is employed that keeps the virtual
server 113 placed within the pool 114.

Inthis configuration, the virtual server 113 is kept allocated
to the resource acquisition pool 114 so that the virtual server
113 occupies the resource acquisition pool 114 resources
even if the power to the virtual server 113 is cut off.

FIG. 19 is a block diagram of the computer system for yet
another embodiment for the corresponding relation between
the virtual server 113 and the resource acquisition pool 114.
In the computer system of the embodiment of FIG. 1, the
multiple virtual servers 113 deployed on the physical server
101 share the same resource acquisition pool 114. However in
the embodiment of FIG. 19, one (each) virtual server 113
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occupies one pool 114 so that no conflicts between other
virtual servers occur even if a virtual server 113 is set outside
the pool 114.

FIG. 20 is a block diagram of still another embodiment of
the computer system of the present invention. In this embodi-
ment, the resource acquisition pools of the multiple managed
servers 101 are clustered together, and resources from the
clustered resource acquisition pools 114 are allocated to the
virtual server. The resource acquisition pools 114 are set to
span across the multiple managed servers 101.

Inthe embodiment in FIG. 20, resources can be acquired by
plural managed servers 101 in single units even in system
environments where the virtual server 113 shifts dynamically
between plural managed servers 101. This embodiment is
effective when acquiring a resource on any managed servers
101 belonging to a group of plural managed servers 101 is
needed without specifying a physical server as the deploy-
ment destination.

FIG. 21 is a block diagram of the computer system for still
yet another embodiment of the computer system of the
present invention. In this embodiment, the managed physical
computer 101 includes a function for the virtual server 113 to
acquire resources on its own instead of using the resource
acquisition pool 114.

The virtual server 113 includes a load generating unit 117
to generate a load on its own. The load generating unit 117
accepts a request from the managed server 100, generates a
simulated load, and acquires a resource based on the simu-
lated load. The load generating unit 117 is itself for example
a loop program. The CPU in the virtual server 113 continu-
ously or temporarily executes this program to increase the
CPU utilization rate. The resource allocation unit 120 decides
to increase the load status from the CPU utilization rate in the
virtual server and allocates resources to the virtual server.

This embodiment is capable of acquiring resources even in
virtual environments not employing the resource pool con-
cept.

FIG. 22 is a block diagram of the computer system for still
another embodiment of the computer system of the present
invention. The physical server 101 employs a distinctive
structure containing a load generating unit 117, a virtual
server 118 that is only assigned to other virtual servers and
does not itself utilize resources acquired by generating a
simulated load, and a virtual server 113 to accept an allocated
resource and implement the work-task system. The virtual
server 113 for work-tasks and the virtual server 118 for
resource acquisition are linked to each other and registered in
the linking table 500.

When handing over resources from the virtual server 118
for resource-acquisition to the virtual server 113 for work-
task system, the resource acquisition unit 104 synchronizes
both servers by increasing or decreasing their loads or in other
words the former virtual server gradually releases the
acquired resource while gradually lowering the generated
load quantity, and the latter virtual server may then acquire
resource capacity equivalent to the released resource by
gradually raising the guaranteed value.

The resource-acquisition virtual server 118 can be under-
stood using the pool as an example. Utilizing the present
embodiment allows acquiring resources even in virtual envi-
ronments within no concept of a resource pool. The virtual
server solely for resource-acquisition is a default and may
also be deployed in the physical server.

FIG. 23 is a block diagram of yet another embodiment of
the computer system of the present invention. In this struc-
ture, the network 115 extending from the management server

10

15

20

25

30

35

40

45

50

55

60

65

20

100 connects directly to the load generating unit 117 of the
resource-acquisition virtual server 118.

The resource-acquisition virtual server 118 must here be
clamped in order to prevent dynamic movement to other
managed physical servers 101. The virtual server 113 on the
other hand need not be clamped relative to the managed
physical server 101.

The resource control unit 120 and the management server
need not be directly connected by way of the network 115. In
the embodiment of FIG. 23, one load generating unit 117 for
each managed server 101 is sufficient. Virtual servers 113 not
containing a load generating unit 117 are operated on the
managed server 101 so conflicts between the load generating
unit 117 and work-task systems can be prevented by not
operating the load generating unit 117 on a virtual server 113
that runs the work-task system.

The virtual server 113 can be easily removed and restored
by not installing any unnecessary programs on the work-task
system run by the virtual server 113. Moreover, when authen-
tication information for the resource-acquisition virtual
server 118 required for making processing requests to the
load generating unit 117 from managed server 100 becomes
necessary, however authentication information for the man-
aged physical server 101 is available that quantity is adequate
so a small amount of management information is sufficient.
The present embodiment can therefore acquire resources
even in virtual environments not employing the resource pool
concept.

FIG. 24 is a block diagram of the computer system for a
further embodiment of the computer system of the present
invention. In the structure of this embodiment, the manage-
ment server 100 directly connects to the load generating unit
117 of the virtual server 113 by way of the network 115.

Inthe embodiment in FIG. 24, there is no need to clamp the
relation between the virtual server 113 and the managed
server 101. The virtual server 113 may be allowed to dynami-
cally move among the managed servers 101. In such cases
resources requested from any of the multiple managed servers
101 can be acquired. If the management server 100 for
example is managing the virtual servers 113 by way of the IP
addresses set in the virtual servers 113, the resource acquisi-
tion process can be continued by continuously applying loads
per the load generating unit, even if a virtual server 113 has
moved to the second managed server from a first managed
server. Resources can in other words be acquired by utilizing
the load equalizing program in managed server 101 while
dynamically repositioning the virtual server 113.

In the embodiment of FIG. 24, management information
can be minimal since the management sever 100 need not
manage the relation between the managed server 101 and the
virtual server 113. The present embodiment can moreover
acquire resources even in virtual environments not employing
the resource pool concept.

What is claimed is:

1. A computer system comprising:

a plurality of physical servers; and

a management computer to manage the plurality of physi-
cal servers,

wherein the plurality of physical servers each include:

a first memory to store programs to create and operate
virtual machines; and

a first processor to execute the programs in the first
memory to create virtual machines, to allocate resources
to the created virtual machines, and to operate the appli-
cable virtual machines,
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wherein the management computer includes:

a second memory to store programs to manage resources
for the virtual machines;

a second processor to execute the programs in the second
memory to manage the allocation of resources to the
virtual machines, and the second processor is configured
to:

identify one of the physical servers which can provide
resources to meet a resource capacity required by one of
the virtual machines by starting the one of the virtual
machines after the installation thereof, and

set the identified one of the physical servers as physical
server for running the one of the virtual machines,

wherein the first controller of the one of the physical serv-
ers where the one of the virtual machines is installed,
operates the one of the virtual machines by allocating the
required resource capacity to the installed one of the
virtual machines, and

wherein the acquisition of additional resource is requested
after a fixed period of time has elapsed.

2. A computer system according to claim 1,

wherein the second controller is further configured to:

install the one of the virtual machines in the identified one
of'the physical servers capable of acquiring the required
resource capacity all at one time, and

if none of the physical servers are capable of acquiring the
required resource capacity all at one time, install the one
of'the virtual machines in the identified one of the physi-
cal servers which is capable of attaining the required
resource capacity acquisition while continuously
acquiring a resource capacity smaller than the required
resource capacity by the starting of the one of the virtual
machines.

3. A computer system according to claim 1,

wherein each of the physical servers includes a pool of
resources able to be allocated to the virtual machine, and

wherein the first controller is configured to:

allocate the required resource capacity to the virtual
machines from the applicable pool by starting the virtual
machines.

4. A computer system according to claim 3,

Wherein the second controller is further configured to:

set a parameter equivalent to the required resource capacity
for the pool,

decide whether or not the pool can acquire the required
resource capacity based on the parameter, and

install the one of the virtual machines in the identified one
of the physical servers containing the pool capable of
acquiring the required resource capacity based on the
decision results.

5. A computer system according to claim 4,

wherein the second controller is further configured to:

compare a threshold value and the parameter,

acquire the required resource capacity all at one time in at
least one of the pools in the physical servers when
decided that the parameter is smaller than the threshold
value,

continuously acquire resources to meet the required
resource capacity in at least one of the pools in the
physical servers when the parameter is larger than the
threshold value, and

install the one of the virtual machines in the identified one
of the servers containing the pool where the required
resource capacity was acquired.
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6. A computer system according to claim 3,

wherein the second controller is further configured to:

distribute the resource from the pool to the virtual
machines according to a level of priority in a work-task
system operated by each of the virtual machines, when
allocating resources to the virtual machines from the
pool.

7. A computer system according to claim 3,

wherein the second controller is further configured to:

distribute the resources from the pool to the virtual
machines according to a system configuration ofa work-
task system operated by each of the virtual machines,
when allocating the resources to the virtual machines
from the pool.

8. A computer system according to claim 3,

wherein the second controller is further configured to:

when setting the one of the virtual machines in the identi-
fied one of the physical servers, install the one of the
virtual machines in the identified one of the physical
servers containing a pool that acquired the required
resource capacity, and

release the resources acquired in the applicable pool when
the when no virtual machines are installed in the identi-
fied one of the physical servers.

9. A computer system according to claim 3,

wherein the second controller is further configured to:

predict increasing trend in the resource capacity of the
pool,

decide whether or not the required resource capacity can be
acquired in the pool by the starting of the virtual machine
operation based on the prediction results, and

output a decision result to an administrator.

10. A computer system according to claim 1,

wherein each of the first controllers for the physical servers
is configured to:

generate a load,

operate a resource-acquisition virtual machine to acquire
resources by utilizing the applicable load, and

allocate the acquired resources from the resource-acquisi-
tion virtual machine to the virtual machines deployed by
the second controller so that the virtual machines
execute a work-task system by utilizing the allocated
resources.

11. A control method for a computer system including a

plurality of physical servers to operate virtual machines and a
management computer to manage the allocation of resources
by the physical servers to the virtual machines, the method
comprising:

the management computer deciding whether or not any of
the physical servers can provide a guaranteed resource
capacity for one of the virtual machines at one time,

if the decision was negative, the management computer
identifying one of the physical servers which can pro-
vide resources to meet a resource capacity required by
one of the virtual machines, the resources provided by
the one of the physical servers are a summation of
resources which are able to be allocated to the one of the
physical servers and are scheduled with each time when
a resource capable of being allocated to the one of the
physical servers occurs by starting the one of the virtual
machines after the installation thereof; and

setting the identified one of the physical servers as a physi-
cal server for running the one of the virtual machines,

wherein the acquisition of additional resource is requested
after a fixed period of time has elapsed.
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12. A management computer for a plurality of physical
servers, to generate virtual machines, allocate resources to the
generated virtual machines, and operate the applicable virtual
machines, comprising:

a controller including a memory which stores a program,
and a processor to execute the program, and, by execut-
ing the program, the controller is configured to:

manage the allocation of resources to the virtual machines;

identify one of the physical servers which can provide
resources to meet a resource capacity required by one of
the virtual machines, the resources provided by the one
of the physical servers are a summation of resources
which are able to be allocated to the one of the physical
servers and are scheduled with each time when a
resource capable of being allocated to the one of the
physical servers occurs by starting the one of the virtual
machines after the installation thereof; and

allocates the required resource capacity to the one of the
virtual machines installed in the identified one of the
physical servers in order to operate the one of the virtual
machines,

wherein the acquisition of additional resource is requested
after a fixed period of time has elapsed.

13. A management computer according to claim 12,

wherein the controller is further configured to:

if one of the physical servers is capable of acquiring the
required resource capacity all at one time, install the one
of'the virtual machines in the one of the physical servers,
and

if none of the physical servers are capable of acquiring the
required resource capacity all at one time, install the one
of'the virtual machines in the identified one of the physi-
cal servers which is capable of attaining the required
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resource capacity while continuously acquiring a
resource capacity smaller than the required resource
capacity by the starting of the one of the virtual
machines.

14. A physical server comprising:

a virtual machine;

a pool to acquire a resource; and

a controller comprising a memory which includes pro-
grams and a processor which executes the program,

wherein the controller, by executing the program, is con-
figured to:

allocate the acquired resource from the pool;

operate a work-task system based on the resource allocated
to the virtual machine;

provide resources to meet the resource capacity required
by the virtual machine, the resources provided by the
pool are a summation of resources which are able to be
allocated and are scheduled with each time when a
resource capable of being allocated occurs by starting
the virtual machine after installing the virtual machine;
and

run the virtual machine,

wherein the acquisition of additional resource is requested
after a fixed period of time has elapsed.

15. A physical server according to claim 14,

wherein the controller is further configured to:

acquire acquires the required resource capacity all at one
time in the pool when the required resource capacity is
smaller than a threshold value, and

acquire acquires the required resource capacity continu-
ously in the pool when the required resource capacity is
larger than the threshold value.

#* #* #* #* #*



